
optimal control problems

optimal control problems represent a fundamental class of mathematical optimization challenges focused on
determining control policies that optimize a certain performance criterion while satisfying dynamic system
constraints. These problems arise in numerous fields such as engineering, economics, finance, robotics, and
aerospace, where decision-making over time under uncertainty and complex dynamics is crucial. This article
explores the theoretical foundations, mathematical formulations, solution methods, and practical
applications of optimal control problems. Key concepts such as the calculus of variations, Pontryagin’s
Maximum Principle, and dynamic programming are examined in detail. Additionally, numerical techniques and
computational algorithms designed to handle real-world optimal control problems are discussed
comprehensively. The article also highlights modern trends and challenges in this evolving domain, including
stochastic control and model predictive control. The following sections will provide an organized overview
of these topics, facilitating a deeper understanding of optimal control problems and their significance across
various disciplines.
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Fundamentals of Optimal Control Problems

Optimal control problems constitute a branch of control theory concerned with finding a control law for a
given system such that a certain optimality criterion is achieved. At its core, the objective is to determine the
control inputs that steer the system dynamics to optimize performance measures such as minimizing cost, time, or
energy consumption. These problems involve dynamic systems typically described by differential or difference
equations and require balancing competing objectives and constraints.

Key Concepts in Optimal Control

Several fundamental concepts underpin optimal control problems, including system dynamics, control
variables, state variables, and performance functionals. The system dynamics define how the state evolves
over time as a function of control inputs. Control variables are the decision parameters that influence system
behavior, while the performance functional quantifies the objective to be optimized. Constraints may apply to
state and control variables to ensure feasibility or safety.

Historical Background

The development of optimal control theory traces back to the calculus of variations and the pioneering work
of mathematicians such as Euler and Lagrange. The modern framework was formalized in the mid-20th century
through contributions from Pontryagin, Bellman, and others. Pontryagin’s Maximum Principle and Bellman’s
Dynamic Programming laid the foundation for systematic analysis and solution of optimal control problems,
enabling applications in aerospace, economics, and beyond.



Mathematical Formulation of Optimal Control Problems

Mathematical formulation is critical to precisely defining optimal control problems. Typically, these problems
are expressed in terms of differential equations describing the system dynamics, an objective functional to be
minimized or maximized, and a set of constraints reflecting physical or operational limits.

Dynamic System Model

The system dynamics are generally modeled using state-space representations:

Continuous-time systems: dx/dt = f(x(t), u(t), t)

Discrete-time systems: x_{k+1} = f(x_k, u_k, k)

where x denotes the state vector and u the control vector. The functions f encapsulate the system’s
evolution laws, often nonlinear and time-dependent.

Objective Functional

The performance criterion is usually formulated as an integral cost functional in continuous time:

J(u) = �_{t_0}^{t_f} L(x(t), u(t), t) dt + ϕ(x(t_f))

Here, L is the running cost rate, and ϕ is the terminal cost function. The goal is to find a control u(t) minimizing
or maximizing J, subject to the dynamic constraints.

Constraints and Boundary Conditions

Constraints can include bounds on controls and states such as:

Control constraints: u(t) � U, where U is an admissible set

State constraints: x(t) � X, ensuring safety or performance limits

Boundary conditions: specified initial and terminal states

These constraints significantly affect solution methods and problem complexity.

Solution Techniques for Optimal Control Problems

Solving optimal control problems requires specialized analytical and numerical methods. The choice of
technique depends on problem characteristics such as linearity, dimensionality, and presence of constraints.

Pontryagin’s Maximum Principle

This principle provides necessary conditions for optimality by introducing adjoint variables (costates) and
defining the Hamiltonian function. The optimal control minimizes (or maximizes) the Hamiltonian at every instant,
leading to a boundary-value problem involving state and costate differential equations. This method is
particularly powerful for problems with smooth dynamics and well-defined boundary conditions.



Dynamic Programming

Dynamic programming, formulated by Richard Bellman, solves optimal control problems by breaking them down
into simpler subproblems. The approach uses the principle of optimality and the Hamilton-Jacobi-Bellman (HJB)
equation, a partial differential equation describing the value function. Although computationally intensive
for high-dimensional systems, dynamic programming is fundamental in discrete-time and stochastic control
scenarios.

Numerical Methods and Algorithms

Many practical optimal control problems require numerical techniques such as:

Shooting methods: convert boundary-value problems into initial-value problems

Collocation methods: approximate solutions using finite-dimensional function spaces

Gradient-based optimization: iterative improvement of control policies using sensitivity analysis

Direct methods: discretize the control and state trajectories, then solve resulting nonlinear programs

These methods enable handling complex, nonlinear, and constrained problems often encountered in engineering
applications.

Applications of Optimal Control Problems

Optimal control theory finds extensive applications across diverse fields where decision-making and system
optimization over time are critical.

Engineering and Robotics

In engineering, optimal control is used for trajectory optimization, system stabilization, and resource
management. Robotics leverages these techniques for motion planning, manipulation, and autonomous
navigation, ensuring efficient and safe operation under dynamic conditions.

Economics and Finance

Optimal control problems model economic growth, investment strategies, and consumption patterns. In finance,
portfolio optimization and risk management utilize these methods to maximize returns while controlling
exposure.

Aerospace and Automotive Systems

Flight path optimization, spacecraft rendezvous, and fuel consumption minimization are classical aerospace
applications. Automobiles employ optimal control for engine management, adaptive cruise control, and
autonomous driving systems.



Advanced Topics and Recent Developments

Modern research in optimal control problems explores extensions and novel methodologies to address
increasingly complex and realistic scenarios.

Stochastic Optimal Control

Incorporating uncertainty in system dynamics and measurements leads to stochastic control problems. These
problems consider probabilistic models and aim to optimize expected performance, often requiring sophisticated
mathematical tools like stochastic differential equations and filtering theory.

Model Predictive Control (MPC)

MPC is an advanced control strategy that solves a finite horizon optimal control problem at each time step,
implementing the first control action and repeating the process. This approach handles multivariable systems
with constraints effectively and is widely used in process control and autonomous systems.

Machine Learning and Optimal Control

The integration of machine learning techniques with optimal control is an emerging area. Reinforcement learning,
for example, approximates optimal policies from data, enabling control of complex systems where explicit
models are unavailable or intractable.

Frequently Asked Questions

What is an optimal control problem?

An optimal control problem involves finding a control policy for a dynamical system over time that optimizes
a given performance criterion, often minimizing cost or maximizing efficiency subject to system dynamics and
constraints.

How are optimal control problems formulated mathematically?

They are typically formulated as minimizing or maximizing an objective functional, which depends on state and
control variables, subject to differential equations representing system dynamics and constraints on states
and controls.

What are the common methods to solve optimal control problems?

Common methods include the Pontryagin’s Maximum Principle, Dynamic Programming, the Hamilton-Jacobi-Bellman
equation, and numerical techniques like direct and indirect methods using discretization and optimization
solvers.

What is the difference between open-loop and closed-loop control in
optimal control?

Open-loop control computes the control inputs as functions of time only, without feedback from the current
state, while closed-loop (feedback) control adjusts control inputs based on the current state, providing
robustness to disturbances and uncertainties.



How does the Pontryagin’s Maximum Principle help in solving optimal
control problems?

Pontryagin’s Maximum Principle provides necessary conditions for optimality by introducing adjoint variables
and a Hamiltonian function, transforming the original problem into a boundary value problem that
characterizes optimal controls and trajectories.

What role do constraints play in optimal control problems?

Constraints on states and controls define feasible regions for the solution and can represent physical
limitations, safety requirements, or operational restrictions, making the problem more realistic but also more
complex to solve.

Can optimal control problems be solved in real-time applications?

Yes, with advancements in computational power and efficient algorithms like Model Predictive Control (MPC),
many optimal control problems are solved in real-time for applications such as robotics, autonomous
vehicles, and process control.

What is the difference between direct and indirect methods in numerical
optimal control?

Indirect methods solve the necessary conditions derived from optimality principles and boundary value problems,
while direct methods discretize the control and state trajectories and solve the resulting finite-dimensional
optimization problem directly using nonlinear programming techniques.

How are machine learning techniques integrated with optimal control?

Machine learning can be used to approximate system dynamics, cost functions, or optimal policies, enabling
data-driven and adaptive optimal control strategies that handle complex, uncertain, or high-dimensional
systems more effectively.

Additional Resources
1. Optimal Control Theory: An Introduction
This book by Donald E. Kirk provides a comprehensive introduction to the fundamentals of optimal control
theory. It covers the calculus of variations, the Pontryagin maximum principle, and dynamic programming. The
text is ideal for engineers and scientists who want a clear and practical approach to solving optimal control
problems.

2. Optimal Control and Estimation
Written by Robert F. Stengel, this book integrates the theories of optimal control and estimation. It delves
into linear and nonlinear systems, stochastic processes, and the application of the Kalman filter. Readers will
find detailed examples and exercises that bridge theoretical concepts with practical implementations.

3. Applied Optimal Control: Optimization, Estimation, and Control
This text by Arthur E. Bryson and Yu-Chi Ho provides a practical approach to solving optimal control
problems with applications in engineering and economics. It emphasizes computational methods and includes
numerous worked examples and exercises. The book is particularly useful for students and practitioners
looking to apply optimal control techniques to real-world problems.

4. Optimal Control: Linear Quadratic Methods
By Brian D. O. Anderson and John B. Moore, this book focuses on linear quadratic optimal control problems. It
covers both finite and infinite horizon cases and presents solutions using Riccati equations. The book is well-
regarded for its clarity and rigorous mathematical treatment suitable for advanced students and researchers.



5. Dynamic Programming and Optimal Control
This two-volume set by Dimitri P. Bertsekas presents a thorough exploration of dynamic programming and its
application to optimal control. Volume 1 covers deterministic problems, while Volume 2 addresses stochastic
systems. The books include algorithms and extensive theoretical insights, making them essential references in the
field.

6. Optimal Control: Theory and Applications
Authored by M. Athans and P. L. Falb, this classic text introduces key concepts in optimal control with an
emphasis on linear systems. It includes discussions on the calculus of variations, the maximum principle, and
practical applications. The book balances theory with examples from engineering disciplines.

7. Nonlinear Systems: Analysis, Stability, and Control
By Shankar Sastry, this book covers nonlinear control systems with a strong focus on stability and optimal
control techniques. It introduces Lyapunov methods, feedback linearization, and optimal control in nonlinear
contexts. The text is suitable for graduate students and researchers interested in advanced control theory.

8. Numerical Methods for Optimal Control Problems
This book by Maurizio Falcone and Roberto Ferretti presents numerical techniques for solving optimal control
problems. It discusses discretization methods, the Hamilton-Jacobi-Bellman equation, and convergence analysis.
The book is valuable for readers aiming to implement computational solutions in optimal control.

9. Optimal Control of Partial Differential Equations: Theory, Methods, and Applications
By Fredi Tr�ltzsch, this book addresses optimal control problems governed by partial differential equations. It
covers theoretical foundations, existence and uniqueness results, and numerical methods. The text is well-
suited for applied mathematicians and engineers working with distributed parameter systems.
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  optimal control problems: Optimal Control Michael Athans, Peter L. Falb, 2007-01-01
Geared toward advanced undergraduate and graduate engineering students, this text introduces the
theory and applications of optimal control. It serves as a bridge to the technical literature, enabling
students to evaluate the implications of theoretical control work, and to judge the merits of papers
on the subject. Rather than presenting an exhaustive treatise, Optimal Control offers a detailed
introduction that fosters careful thinking and disciplined intuition. It develops the basic
mathematical background, with a coherent formulation of the control problem and discussions of the
necessary conditions for optimality based on the maximum principle of Pontryagin. In-depth
examinations cover applications of the theory to minimum time, minimum fuel, and to quadratic
criteria problems. The structure, properties, and engineering realizations of several optimal
feedback control systems also receive attention. Special features include numerous specific
problems, carried through to engineering realization in block diagram form. The text treats almost
all current examples of control problems that permit analytic solutions, and its unified approach
makes frequent use of geometric ideas to encourage students' intuition.
  optimal control problems: Optimal Control Theory Donald E. Kirk, 2004-01-01 Geared toward
upper-level undergraduates, this text introduces three aspects of optimal control theory: dynamic
programming, Pontryagin's minimum principle, and numerical techniques for trajectory
optimization. Numerous problems, which introduce additional topics and illustrate basic concepts,
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appear throughout the text. Solution guide available upon request. 131 figures. 14 tables. 1970
edition.
  optimal control problems: Optimal Control with Engineering Applications Hans P. Geering,
2007-03-23 This book introduces a variety of problem statements in classical optimal control, in
optimal estimation and filtering, and in optimal control problems with non-scalar-valued
performance criteria. Many example problems are solved completely in the body of the text. All
chapter-end exercises are sketched in the appendix. The theoretical part of the book is based on the
calculus of variations, so the exposition is very transparent and requires little mathematical rigor.
  optimal control problems: Optimal Control Theory Suresh P. Sethi, Gerald L. Thompson,
2000-07-31 Optimal control methods are used to determine optimal ways to control a dynamic
system. The theoretical work in this field serves as a foundation for the book, which the authors have
applied to business management problems developed from their research and classroom instruction.
Sethi and Thompson have provided management science and economics communities with a
thoroughly revised edition of their classic text on Optimal Control Theory. The new edition has been
completely refined with careful attention to the text and graphic material presentation. Chapters
cover a range of topics including finance, production and inventory problems, marketing problems,
machine maintenance and replacement, problems of optimal consumption of natural resources, and
applications of control theory to economics. The book contains new results that were not available
when the first edition was published, as well as an expansion of the material on stochastic optimal
control theory.
  optimal control problems: Computational Methods in Optimal Control Problems I.H.
Mufti, 2012-12-06 The purpose of this modest report is to present in a simplified manner some of the
computational methods that have been developed in the last ten years for the solution of optimal
control problems. Only those methods that are based on the minimum (maximum) principle of
Pontriagin are discussed here. The autline of the report is as follows: In the first two sections a
control problem of Bolza is formulated and the necessary conditions in the form of the minimum
principle are given. The method of steepest descent and a conjugate gradient-method are dis cussed
in Section 3. In the remaining sections, the successive sweep method, the Newton-Raphson method
and the generalized Newton-Raphson method (also called quasilinearization method) ar~ presented
from a unified approach which is based on the application of Newton Raphson approximation to the
necessary conditions of optimality. The second-variation method and other shooting methods based
on minimizing an error function are also considered. TABLE OF CONTENTS 1. 0 INTRODUCTION 1
2. 0 NECESSARY CONDITIONS FOR OPTIMALITY •••••••• 2 3. 0 THE GRADIENT METHOD 4 3. 1
Min H Method and Conjugate Gradient Method •. •••••••••. . . . ••••••. ••••••••. • 8 3. 2
Boundary Constraints •••••••••••. ••••. • 9 3. 3 Problems with Control Constraints ••. •• 15 4. 0
SUCCESSIVE SWEEP METHOD •••••••••••••••••••• 18 4. 1 Final Time Given Implicitly ••••.
•••••• 22 5. 0 SECOND-VARIATION METHOD •••••••••••••••••••• 23 6. 0 SHOOTING
METHODS ••••••••••••••••••••••••••• 27 6. 1 Newton-RaphsonMethod ••••••••••••••••• 27
6.
  optimal control problems: Nonlinear and Optimal Control Systems Thomas L. Vincent, Walter
J. Grantham, 1997-06-23 Designed for one-semester introductory senior-or graduate-level course,
the authors provide the student with an introduction of analysis techniques used in the design of
nonlinear and optimal feedback control systems. There is special emphasis on the fundamental
topics of stability, controllability, and optimality, and on the corresponding geometry associated with
these topics. Each chapter contains several examples and a variety of exercises.
  optimal control problems: Optimal Control V. M. Alekseev, 2013-12-11 There is an
ever-growing interest in control problems today, con nected with the urgent problems of the
effective use of natural resources, manpower, materials, and technology. When referring to the most
important achievements of science and technology in the 20th Century, one usually mentions the
splitting of the atom, the exploration of space, and computer engineering. Achievements in control
theory seem less spectacular when viewed against this background, but the applications of control



theory are playing an important role in the development of modern civilization, and there is every
reason to believe that this role will be even more signifi cant in the future. Wherever there is active
human participation, the problem arises of finding the best, or optimal, means of control. The
demands of economics and technology have given birth to optimization problems which, in turn,
have created new branches of mathematics. In the Forties, the investigation of problems of
economics gave rise to a new branch of mathematical analysis called linear and convex program
ming. At that time, problems of controlling flying vehicles and technolog ical processes of complex
structures became important. A mathematical theory was formulated in the mid-Fifties known as
optimal control theory. Here the maximum principle of L. S. Pontryagin played a pivotal role. Op
timal control theory synthesized the concepts and methods of investigation using the classical
methods of the calculus of variations and the methods of contemporary mathematics, for which
Soviet mathematicians made valuable contributions.
  optimal control problems: Problems and Methods of Optimal Control L.D. Akulenko,
2013-04-17 The numerous applications of optimal control theory have given an incentive to the
development of approximate techniques aimed at the construction of control laws and the
optimization of dynamical systems. These constructive approaches rely on small parameter methods
(averaging, regular and singular perturbations), which are well-known and have been proven to be
efficient in nonlinear mechanics and optimal control theory (maximum principle, variational calculus
and dynamic programming). An essential feature of the procedures for solving optimal control
problems consists in the necessity for dealing with two-point boundary-value problems for nonlinear
and, as a rule, nonsmooth multi-dimensional sets of differential equations. This circumstance
complicates direct applications of the above-mentioned perturbation methods which have been
developed mostly for investigating initial-value (Cauchy) problems. There is now a need for a
systematic presentation of constructive analytical per turbation methods relevant to optimal control
problems for nonlinear systems. The purpose of this book is to meet this need in the English
language scientific literature and to present consistently small parameter techniques relating to the
constructive investigation of some classes of optimal control problems which often arise in prac tice.
This book is based on a revised and modified version of the monograph: L. D. Akulenko Asymptotic
methods in optimal control. Moscow: Nauka, 366 p. (in Russian).
  optimal control problems: Numerical Methods for Optimal Control Problems with State
Constraints Radoslaw Pytlak, 2006-11-14 While optimality conditions for optimal control problems
with state constraints have been extensively investigated in the literature the results pertaining to
numerical methods are relatively scarce. This book fills the gap by providing a family of new
methods. Among others, a novel convergence analysis of optimal control algorithms is introduced.
The analysis refers to the topology of relaxed controls only to a limited degree and makes little use
of Lagrange multipliers corresponding to state constraints. This approach enables the author to
provide global convergence analysis of first order and superlinearly convergent second order
methods. Further, the implementation aspects of the methods developed in the book are presented
and discussed. The results concerning ordinary differential equations are then extended to control
problems described by differential-algebraic equations in a comprehensive way for the first time in
the literature.
  optimal control problems: Numerical Methods for Optimal Control Problems Maurizio
Falcone, Roberto Ferretti, Lars Grüne, William M. McEneaney, 2019-01-26 This work presents
recent mathematical methods in the area of optimal control with a particular emphasis on the
computational aspects and applications. Optimal control theory concerns the determination of
control strategies for complex dynamical systems, in order to optimize some measure of their
performance. Started in the 60's under the pressure of the space race between the US and the
former USSR, the field now has a far wider scope, and embraces a variety of areas ranging from
process control to traffic flow optimization, renewable resources exploitation and management of
financial markets. These emerging applications require more and more efficient numerical methods
for their solution, a very difficult task due the huge number of variables. The chapters of this volume



give an up-to-date presentation of several recent methods in this area including fast dynamic
programming algorithms, model predictive control and max-plus techniques. This book is addressed
to researchers, graduate students and applied scientists working in the area of control problems,
differential games and their applications.
  optimal control problems: Optimal Control Theory Zhongjing Ma, Suli Zou, 2021-01-30 This
book focuses on how to implement optimal control problems via the variational method. It studies
how to implement the extrema of functional by applying the variational method and covers the
extrema of functional with different boundary conditions, involving multiple functions and with
certain constraints etc. It gives the necessary and sufficient condition for the (continuous-time)
optimal control solution via the variational method, solves the optimal control problems with
different boundary conditions, analyzes the linear quadratic regulator & tracking problems
respectively in detail, and provides the solution of optimal control problems with state constraints by
applying the Pontryagin’s minimum principle which is developed based upon the calculus of
variations. And the developed results are applied to implement several classes of popular optimal
control problems and say minimum-time, minimum-fuel and minimum-energy problems and so on. As
another key branch of optimal control methods, it also presents how to solve the optimal control
problems via dynamic programming and discusses the relationship between the variational method
and dynamic programming for comparison. Concerning the system involving individual agents, it is
also worth to study how to implement the decentralized solution for the underlying optimal control
problems in the framework of differential games. The equilibrium is implemented by applying both
Pontryagin’s minimum principle and dynamic programming. The book also analyzes the
discrete-time version for all the above materials as well since the discrete-time optimal control
problems are very popular in many fields.
  optimal control problems: An Introduction to Optimal Control Problems in Life Sciences and
Economics Sebastian Aniţa, Viorel Arnăutu, Vincenzo Capasso, 2011-05-05 Combining control theory
and modeling, this textbook introduces and builds on methods for simulating and tackling concrete
problems in a variety of applied sciences. Emphasizing learning by doing, the authors focus on
examples and applications to real-world problems. An elementary presentation of advanced
concepts, proofs to introduce new ideas, and carefully presented MATLAB® programs help foster an
understanding of the basics, but also lead the way to new, independent research. With minimal
prerequisites and exercises in each chapter, this work serves as an excellent textbook and reference
for graduate and advanced undergraduate students, researchers, and practitioners in mathematics,
physics, engineering, computer science, as well as biology, biotechnology, economics, and finance.
  optimal control problems: Geometric Optimal Control Heinz Schättler, Urszula Ledzewicz,
2012-06-26 This book gives a comprehensive treatment of the fundamental necessary and sufficient
conditions for optimality for finite-dimensional, deterministic, optimal control problems. The
emphasis is on the geometric aspects of the theory and on illustrating how these methods can be
used to solve optimal control problems. It provides tools and techniques that go well beyond
standard procedures and can be used to obtain a full understanding of the global structure of
solutions for the underlying problem. The text includes a large number and variety of fully worked
out examples that range from the classical problem of minimum surfaces of revolution to cancer
treatment for novel therapy approaches. All these examples, in one way or the other, illustrate the
power of geometric techniques and methods. The versatile text contains material on different levels
ranging from the introductory and elementary to the advanced. Parts of the text can be viewed as a
comprehensive textbook for both advanced undergraduate and all level graduate courses on optimal
control in both mathematics and engineering departments. The text moves smoothly from the more
introductory topics to those parts that are in a monograph style were advanced topics are presented.
While the presentation is mathematically rigorous, it is carried out in a tutorial style that makes the
text accessible to a wide audience of researchers and students from various fields, including the
mathematical sciences and engineering. Heinz Schättler is an Associate Professor at Washington
University in St. Louis in the Department of Electrical and Systems Engineering, Urszula Ledzewicz



is a Distinguished Research Professor at Southern Illinois University Edwardsville in the Department
of Mathematics and Statistics.
  optimal control problems: Optimal Control Leslie M. Hocking, 1991 Systems that evolve
with time occur frequently in nature and modelling the behaviour of such systems provides an
important application of mathematics. These systems can be completely deterministic, but it may be
possible too to control their behaviour by intervention through 'controls'. The theory of optimal
control is concerned with determining such controls which, at minimum cost, either direct the
system along a given trajectory or enable it to reach a given point in its state space. This textbook is
a straightforward introduction to the theory of optimal control with an emphasis on presenting many
different applications. Professor Hocking has taken pains to ensure that the theory is developed to
display the main themes of the arguments but without using sophisticated mathematical tools.
Problems in this setting can arise across a wide range of subjects and there are illustrative examples
of systems from as diverse fields as dynamics, economics, population control, and medicine.
Throughout there are many worked examples, and numerous exercises (with solutions) are provided.
  optimal control problems: Optimal Control Leonid T. Aschepkov, Dmitriy V. Dolgy, Taekyun
Kim, Ravi P. Agarwal, 2017-01-11 This book is based on lectures from a one-year course at the Far
Eastern Federal University (Vladivostok, Russia) as well as on workshops on optimal control offered
to students at various mathematical departments at the university level. The main themes of the
theory of linear and nonlinear systems are considered, including the basic problem of establishing
the necessary and sufficient conditions of optimal processes. In the first part of the course, the
theory of linear control systems is constructed on the basis of the separation theorem and the
concept of a reachability set. The authors prove the closure of a reachability set in the class of
piecewise continuous controls, and the problems of controllability, observability, identification,
performance and terminal control are also considered. The second part of the course is devoted to
nonlinear control systems. Using the method of variations and the Lagrange multipliers rule of
nonlinear problems, the authors prove the Pontryagin maximum principle for problems with mobile
ends of trajectories. Further exercises and a large number of additional tasks are provided for use as
practical training in order for the reader to consolidate the theoretical material.
  optimal control problems: Optimal Control Theory L.D. Berkovitz, 2013-03-14 This book is an
introduction to the mathematical theory of optimal control of processes governed by ordinary
differential eq- tions. It is intended for students and professionals in mathematics and in areas of
application who want a broad, yet relatively deep, concise and coherent introduction to the subject
and to its relati- ship with applications. In order to accommodate a range of mathema- cal interests
and backgrounds among readers, the material is arranged so that the more advanced mathematical
sections can be omitted wi- out loss of continuity. For readers primarily interested in appli- tions a
recommended minimum course consists of Chapter I, the sections of Chapters II, III, and IV so
recommended in the introductory sec tions of those chapters, and all of Chapter V. The introductory
sec tion of each chapter should further guide the individual reader toward material that is of interest
to him. A reader who has had a good course in advanced calculus should be able to understand the
defini tions and statements of the theorems and should be able to follow a substantial portion of the
mathematical development. The entire book can be read by someone familiar with the basic aspects
of Lebesque integration and functional analysis. For the reader who wishes to find out more about
applications we recommend references [2], [13], [33], [35], and [50], of the Bibliography at the end
of the book.
  optimal control problems: Optimal Control with Aerospace Applications James M
Longuski, José J. Guzmán, John E. Prussing, 2013-11-04 Want to know not just what makes rockets
go up but how to do it optimally? Optimal control theory has become such an important field in
aerospace engineering that no graduate student or practicing engineer can afford to be without a
working knowledge of it. This is the first book that begins from scratch to teach the reader the basic
principles of the calculus of variations, develop the necessary conditions step-by-step, and introduce
the elementary computational techniques of optimal control. This book, with problems and an online



solution manual, provides the graduate-level reader with enough introductory knowledge so that he
or she can not only read the literature and study the next level textbook but can also apply the
theory to find optimal solutions in practice. No more is needed than the usual background of an
undergraduate engineering, science, or mathematics program: namely calculus, differential
equations, and numerical integration. Although finding optimal solutions for these problems is a
complex process involving the calculus of variations, the authors carefully lay out step-by-step the
most important theorems and concepts. Numerous examples are worked to demonstrate how to
apply the theories to everything from classical problems (e.g., crossing a river in minimum time) to
engineering problems (e.g., minimum-fuel launch of a satellite). Throughout the book use is made of
the time-optimal launch of a satellite into orbit as an important case study with detailed analysis of
two examples: launch from the Moon and launch from Earth. For launching into the field of optimal
solutions, look no further!
  optimal control problems: Singular Optimal Control Problems , 1975-10-29 In this book, we
study theoretical and practical aspects of computing methods for mathematical modelling of
nonlinear systems. A number of computing techniques are considered, such as methods of operator
approximation with any given accuracy; operator interpolation techniques including a non-Lagrange
interpolation; methods of system representation subject to constraints associated with concepts of
causality, memory and stationarity; methods of system representation with an accuracy that is the
best within a given class of models; methods of covariance matrix estimation;methods for low-rank
matrix approximations; hybrid methods based on a combination of iterative procedures and best
operator approximation; andmethods for information compression and filtering under condition that
a filter model should satisfy restrictions associated with causality and different types of memory.As a
result, the book represents a blend of new methods in general computational analysis,and specific,
but also generic, techniques for study of systems theory ant its particularbranches, such as optimal
filtering and information compression.- Best operator approximation,- Non-Lagrange interpolation,-
Generic Karhunen-Loeve transform- Generalised low-rank matrix approximation- Optimal data
compression- Optimal nonlinear filtering
  optimal control problems: Nonlinear Optimal Control Theory Leonard David Berkovitz,
Negash G. Medhin, 2012-08-25 Nonlinear Optimal Control Theory presents a deep, wide-ranging
introduction to the mathematical theory of the optimal control of processes governed by ordinary
differential equations and certain types of differential equations with memory. Many examples
illustrate the mathematical issues that need to be addressed when using optimal control techniques
in diverse areas. Drawing on classroom-tested material from Purdue University and North Carolina
State University, the book gives a unified account of bounded state problems governed by ordinary,
integrodifferential, and delay systems. It also discusses Hamilton-Jacobi theory. By providing a
sufficient and rigorous treatment of finite dimensional control problems, the book equips readers
with the foundation to deal with other types of control problems, such as those governed by
stochastic differential equations, partial differential equations, and differential games.
  optimal control problems: A Unified Computational Approach to Optimal Control
Problems K. L. Teo, Chuen-Jin Goh, Kar-Hung Wong, 1991 Concerned with optimal control theory,
this text aims to supplement existing work in this field from the viewpoints of computation and
applications. In particular those computational algorithms derived from the concept of control
parametrization are emphasized in this text.
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